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Abstract

Modern datacenter networks use flow scheduling to reduce
flow completion time (FCT). However, schedulers without
precise flow size information, like QClimb (NSDI 2024) and
PIAS (NSDI 2015), can create stragglers—packets that suf-
fer high queueing delays–undermining scheduling benefits.
Current network monitoring tools find root causes of these
issues but miss detecting affected "victims." In our recent
work [11], we introduce StragFlow, a data plane-based sys-
tem that detects stragglers in realtime at line rate and reports
them to the control plane for analysis. Experiments with real-
world traffic demonstrate StragFlow’s effectiveness across
multiple scheduling algorithms.
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1 Background

Stragglers have been widely studied in the systems commu-
nity [7, 8], where they refer to tasks in a job that take signif-
icantly longer to complete than others [3]. Causes include
hardware heterogeneity, resource contention, and device
faults. Stragglers can delay the entire job, degrading per-
formance, especially for small or interactive workloads [3].
Early detection enables mitigation strategies like blacklisting,
speculative execution [7], or task cloning [3], which help
maintain predictable job completion times.
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Figure 1: StragFlow’s detection mechanism.

Definition: We define a straggler as a packet that suffers
higher queueing delay than most other packets in its flow,
thereby increasing flow completion time (FCT). Similar to
task-level stragglers caused by job scheduling, flow-level
stragglers can arise from flow scheduling mechanisms [2,
4, 12], which demote flows to lower-priority queues. These
queues can result in longer delays, causing some packets to
become stragglers and degrading overall flow performance.
Schedulers like PIAS [4] and QClimb [9], which dynamically
adjust priorities based on observed flow behavior without
prior knowledge of exact flow sizes, can inadvertently intro-
duce these stragglers while aiming to reduce flow completion
time (FCT). Thus, we design StragFlow to better analyze
the scheduling behavior of these schedulers.
2 Our Approach

The core of StragFlow’s straggler detection capability is
based on the use of the deq_timedelta metadata provided
by programmable switch hardware. This field records the
time (in nanoseconds) that each packet spends waiting in
its queue. By monitoring this queueing delay, StragFlow
can identify packets that experience unusually high delays–
referred to as stragglers–and flags them for further analysis.

StragFlow operates entirely at switch egress due to avail-
ability of deq_timedelta in the egress pipeline. For each
packet, it hashes the flow ID to index into a register stor-
ing the previous per-flow delay (p_delay). The current delay
(c_delay), from deq_timedelta, is compared to p_delay. If
c_delay exceeds p_delay, the packet is marked as a strag-
gler, the delay register is updated, and a per-flow counter
is incremented. While this method is lightweight and adap-
tive, it may flag many packets as stragglers during natural
delay fluctuations. To improve accuracy, StragFlow can
periodically reset or decay p_delay, ensuring it reflects re-
cent network conditions. Straggler events are pushed to the
control plane, providing realtime visibility into emerging
queueing behaviors at packet-level granularity.
Detecting stragglers. Defining when a packet becomes a
straggler is non-trivial due to fluctuating network condi-
tions and diverse queueing behaviors across priority queues.
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We consider three practical approaches: (i) Threshold-based:
The simplest approach uses a static delay threshold. Packets
exceeding this are labeled as stragglers. However, a single
threshold may not generalize across priority queues, which
can have different baseline delays. (ii) Moving average: This
approach tracks delay trends per flow using low-pass filters
(LPF). A packet is flagged if its delay exceeds the current av-
erage. While adaptive, it can be insensitive to sudden spikes
or drift under gradually increasing delays, causing late or
missed detection. (iii) Previous delay comparison:We compare
the current packet’s delay to a per-flow reference delay, main-
tained as the maximum observed delay within a recent time
window or epoch. If the current delay exceeds this reference,
the packet is marked as a straggler, and the record is updated.
We adopt this method for its simplicity, adaptiveness, and
responsiveness to sudden delay increases without requiring
global thresholds or smoothing. To improve adaptivity, the
reference delay can be periodically reset or decayed, allow-
ing the system to adjust to changing network conditions and
avoid desensitization due to outdated congestion episodes.
Counting stragglers. To meet line-rate processing and
memory constraints in the data plane, we use compact data
structures. While advanced sketches like ElasticSketch [13]
and Universal Sketch [10] offer specialized features, such as
traffic adaptability, hierarchical accuracy, or general-purpose
measurement, we opt for the Count-Min Sketch (CMS) [6]
due to its simplicity and suitability for our use case. We use
CMS for the Straggler counter in Figure 1. When a packet
is identified as a straggler, its flow ID is hashed to locate and
update the corresponding counters. Non-straggler packets
are not counted. This approach enables efficient tracking
of straggler occurrences per flow, using minimal resources,
while ensuring all packets are forwarded normally based on
existing rules.
Reporting stragglers. Straggler reports can use push or pull
mechanisms. In our approach, we use a push-based reporting
method, where the data plane sends digests to the control
plane. To prevent overload, we implement threshold-based
reporting: straggler information is aggregated by flow and
reported only when a specified count threshold is reached.
This method effectively balances message overhead, flow
coverage, and granularity of straggler detection.

3 Evaluation Results

We implemented StragFlow in P4 (740 LOC) and evaluated
it on a Netberg Aurora 710 switch with Intel Tofino. We
use FastClick [5] to replay CAIDA backbone traces (30M
IPv4, 1.2M IPv6 packets) [1] and assessed straggler detec-
tion. In our evaluation, we set the straggler reporting thresh-
old to two packets, enabling detection of stragglers from
both large and small flows, even those with only a few pack-
ets. StragFlow uses 65K 16-bit counters in its Straggler
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Figure 2: Straggler counts observed under PIAS sched-

uling with eight priority queues.

counter structure with two hash functions, balancing mem-
ory usage and accuracy. For delay tracking, it allocates 65K
32-bit entries in the Delay register, capturing queueing
delays up to 4.29 seconds. We evaluate StragFlow under
two conditions: an uncongested link (1.2 Gbps egress, 1 Gbps
traffic) and a balanced link (1 Gbps in both directions), mea-
suring responsiveness to queueing dynamics.
We compared the scheduling behavior of FIFO and PIAS

under both balanced and uncongested scenarios. In the bal-
anced setting, PIAS resulted in 19,024 stragglers, while FIFO
produced 30,034, indicating a reduction of approximately
37%. In the uncongested scenario, PIAS yielded 15,988 strag-
glers compared to 29,046 for FIFO. Overall, PIAS consistently
reduces the number of stragglers compared to FIFO, partic-
ularly in the balanced scenario. This improvement can be
attributed to PIAS’s use of strict priority queues, which allow
shorter flows to complete more quickly and avoid excessive
queuing delays.
We now analyze PIAS behavior in more detail. In Fig-

ures 2a–2b, queue 1 consistently shows the highest number
of stragglers. This is expected, as PIAS assigns all flows to
the highest priority queue initially. With a 100-packet de-
motion threshold, queue 1 retains flows smaller than this
size—roughly 97% of all flows—making it the busiest and
most prone to straggler events. Straggler counts decrease
across lower-priority queues since only large flows are de-
moted. Queues 4 through 7 see minimal straggler activity.
Furthermore, we observe more stragglers in the balanced link
setting than the uncongested one, due to reduced egress ca-
pacity. These results highlight that even in well-provisioned
networks, queueing delays can impact small flows, which
StragFlow can help detect at packet granularity.

4 Future Work

Our current design focuses on per-flow straggler detection
for network flows in a single switch. As future work, we plan
to extend StragFlow to support multi-hop straggler correla-
tion, enabling end-to-end visibility across multiple switches.
Furthermore, integrating StragFlow with dynamic sched-
uling or congestion control mechanisms could enable real-
time mitigation strategies triggered by observed straggler
patterns.
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